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Abstract: The psychological processes through which humans learn a language have gained considerable
interest over the past years. It has been previously suggested that language acquisition partly relies on a
rule-based mechanism that is mediated by the frontal cortex. Interestingly, the actual structure involved
within the frontal cortex varies with the kind of rules being processed. By means of functional MRI we
investigated the neural underpinnings of rule-based language processing using an artificial language that
allows direct comparisons between local phrase structure dependencies and hierarchically structured
long-distance dependencies. Activation in the left ventral premotor cortex (PMC) was related to the local
character of rule change, whereas long-distance dependencies activated the opercular part of the inferior
frontal gyrus (Broca’s area (BA) 44). These results suggest that the brain’s involvement in syntactic
processing is determined by the type of rule used, with BA 44/45 playing an important role during
language processing when long-distance dependencies are processed. In contrast, the ventral PMC seems
to subserve the processing of local dependencies. In addition, hippocampal activity was observed for local
dependencies, indicating that the processing of such dependencies may be mediated by a second
mechanism. Hum Brain Mapp 28:585–592, 2007. © 2007 Wiley-Liss, Inc.
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INTRODUCTION

The psychological representation of grammatical/syntac-
tical knowledge in language has been widely assumed to
involve rules [e.g., Chomsky, 1957, Chomsky, 1965]. Rule
systems capable of generating an infinite set of outputs
(“grammars”) vary in their generative power. The weakest

possess only local organizational principles, with regulari-
ties limited to neighboring units. Such grammars are a set of
continuation relations among symbols that allow the speci-
fication of symbol sequences [Chomsky and Miller, 1958],
i.e., they can be fully specified by transition probabilities
between elements in a sequence. The sequences that comply
with the continuation relations of a given grammar are
called grammatical, while the ones that do not are called
nongrammatical. In contrast, all natural languages mini-
mally require so-called phrase structure grammars. In addi-
tion to concatenating items, a phrase structure grammar
(PSG) can embed sequences within other sequences, thus
creating complex hierarchical structures and long-distance
dependencies.

In a recent article, Fitch and Hauser [2004] demonstrated
that cotton-top tamarins can learn the local dependencies of
a so-called finite state grammar (FSG), but that they cannot
learn PSG, whereas humans showed learning for both gram-
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mars, easily discriminating grammatical from nongrammati-
cal sequences in both the FSG and the PSG. Based on these
results, it has been predicted that in humans the processing
of these two grammars are subserved by separable brain
structures of different phylogenetic age, with the processing
of the FSG being supported by the phylogenetically older
structure and the processing of the PSG by a phylogeneti-
cally younger structure [Friederici, 2004]. Supporting evi-
dence for this notion with respect to the PSG is provided by
recent imaging studies that have investigated rule-based
language learning in natural and artificial languages that
meet the universal principles of natural grammars [Musso et
al., 2003; Opitz and Friederici, 2003; Tettamanti et al., 2002].
These studies consistently report activation in Broca’s area
(BA) for the learning of phrase structure rules. This brain
region, however, was not activated when a rule that cannot
exist in any natural language was to be learnt [Musso et al.,
2003].

To our knowledge, there is no brain imaging study in
humans so far that has directly compared the processing of
these two types of rules. As the determining aspect of nat-
ural languages is the processing of hierarchical structure and
long-distance dependencies, an evaluation of the possible
differences between local and nonlocal dependencies might
provide a first insight in the neural underpinnings of lan-
guage processing as a function of rule type.

Although language processing depends on a variety of
components of grammar (syntax, morphology, phonology,
etc.), we were specifically interested in brain structures un-
derlying the processing of sequential and hierarchical syn-
tactic rules. It has been previously argued that the large but
poorly established vocabulary of real languages could delay
the fast availability of syntactic word category information
crucial in building up syntactic structures on-line [Kersten
and Earles, 2001]. Also, the syntactic rules may be very
different between the mother tongue and a second language
(i.e., L2), causing interference between the two grammar
systems [Birdsong and Molis, 2001]. Therefore, a simple and
highly controlled artificial grammar, BROCANTO [Fried-
erici et al., 2002], was investigated using functional MRI
(fMRI) that allows direct comparisons between local phrase
structure dependencies and long-distance dependencies
(i.e., hierarchical rules; Fig. 1), while keeping all other as-
pects of language processing constant. Participants who
were trained on BROCANTO prior to scanning performed a
word verification task on grammatical and nongrammatical
sentences. We compared behavioral responses and brain
activity for violations of local and long-distance dependen-
cies with correct sentences. Based on previous studies, we
hypothesized that the activity in the left frontal operculum
(ventral premotor cortex, vPMC) is related to the local char-
acter of rule change [Friederici et al., 2003]. Long-distance
dependencies, rather, should activate BA 44.

There are several further aspects known to influence the
acquisition of L2. It has been previously proposed that any
newly learned language in adults is restricted by matura-
tional neural constraints [Birdsong, 1999]. It has been dem-

onstrated previously that not only the age of acquisition but
also the degree of proficiency is an influential factor of the
neural organization of L2 processing. There is evidence sug-
gesting that with a high degree of language proficiency the
brain mechanisms involved in L1 and L2 processing are
similar even when the L2 has been learned late [Friederici et
al., 2002; Perani et al., 1998; Tatsuno and Sakai, 2005]. There-
fore, a participant’s degree of proficiency was explicitly
modeled as a covariate of interest in the present fMRI data
analysis of L2 processing learned under well-controlled con-
ditions. Crucially, we expect that activation in Broca’s area
and the vPMC changes as a function of a participant’s de-
gree of proficiency.

SUBJECTS AND METHODS

Participants

A total of 24 monolingual participants (13 male; ages
21–31 years, mean age, 25 years) with no history of neuro-
logical or psychiatric disorder volunteered for this study. All
participants were right-handed, with normal or corrected-
to-normal vision, and were paid for participating. Informed
consent was obtained before scanning. Data from one par-
ticipant were discarded because of excessive motion arti-
facts.

Stimuli

Sentence stimuli were formulated according to a modified
version of the grammar system BROCANTO [Friederici et
al., 2002; Opitz and Friederici, 2003]. BROCANTO is based
on the universal principles of natural languages (i.e., it con-
sists of different syntactic word categories and defined
phrase structure rules). As processing of hierarchical struc-
ture is the determining aspect of PSG, a complementizer
structure (C) was added that allowed the direct comparison
of local phrase structure dependencies and long-distance
dependencies (Fig. 1).

A total of 96 correct sentences were formulated, half of
them including local dependencies and the other half in-
cluding long-distance dependencies. All sentences were di-
vided into two lists of 48 sentences each used during the

Figure 1.
Examples of the hierarchical structure (A) and local dependencies
(B) of the grammar system. D, determiner; A, adjective; N, noun;
V, verb; M, verb modifier; C, complementizer.
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initial training or during the actual experiment. Another 96
sentences assigned to the two lists contained a severe syn-
tactic violation: a long-distance violation, a word category
repetition, or a local phrase structure violation, both com-
posing local violations (see Table I for examples). The as-
signment of the lists to either initial training or the actual
experiment was counterbalanced across participants.

Procedure

Two days prior to scanning all participants were trained
on a modified version of the miniature artificial grammar
system BROCANTO. The training procedure was highly
similar to that described in Opitz and Friederici [2004].
Participants were given observation training on 16 sentences
and were instructed to extract the underlying grammatical
rules. After training, participants were asked to judge the
correctness of a new set of sentences according to the gram-
mar they learned. This procedure was repeated 12 times
with different sentences and ended when a total of 192
sentences were accomplished.

During the actual scanning experiment participants were
presented with the second list of sentences (not used during
initial training), including both grammatically correct and
incorrect sentences. Grammatical judgment tasks usually
employed to assess grammatical processing require a stra-
tegic decisional component. Thus, such tasks involve exec-
utive resources both as part of the sentence comprehension
process and as a component of the “off-line” procedure that
supports task performance [Grossman et al., 2002; Price and
Grossman, 2005]. To minimize this confound, we adminis-
tered a word verification procedure. After presentation of a
sentence on the screen for 6 s and a blank interval of 1 s,
participants were visually probed with a word from the
vocabulary of BROCANTO. Participants had to decide
whether the word had been part of the preceding sentence
or not by pressing a corresponding button as soon as pos-
sible. Total trial length was 8 s. Each sentence was presented
twice; for one presentation the word was contained in the
sentence; for the other presentation it was not. Thus, half of

the sentences contained the word that was asked for, and the
other half did not.

Data Acquisition

The identical imaging procedure was used as described
in Opitz and Friederici [2004]. Imaging was performed on
a 3T-Bruker Medspec 30/100 system using a standard
birdcage headcoil. Subjects were supine on the scanner
bed, with cushions and a stereotactic fixation system used
to reduce head motion. In a separate session, high-reso-
lution whole-brain images were acquired to assist local-
ization of activation foci using a 3D MDEFT (128 slice
sagittal, 1.5-mm thickness, 256 � 256 voxel [Ugurbil et al.,
1993]). For each subject, conventional T1-weighted ana-
tomic images (MDEFT: data matrix 256 3 256, TR 1.3 s, TE
10 ms [Norris, 2000]) in plane with the echo-planar images
were acquired in order to align the functional images to
the 3D images. Finally, functional images sensitive to
blood oxygenation level-dependent (BOLD) contrast were
acquired with a gradient-echo echo-planar imaging se-
quence (echo time, 30 ms; flip angle 90°). The repetition
time was 2 s. An acquisition volume consisted of 12 slices
(5 mm thickness, 2 mm gap) parallel to the plane inter-
secting the anterior and posterior commissures with an
in-plane resolution of 3 mm2. Slices were positioned in-
dividually to cover the medial temporal lobe up to the
superior frontal sulcus. Eight discarded volumes were
acquired at the beginning of each run to allow stabiliza-
tion of magnetization. Thus, a total of 772 functional
volumes per participant were acquired. Responses were
acquired with an MR-compatible response device.

Data Analysis

The data processing was performed using the software
package LIPSIA [Lohmann et al., 2001]. Prior to statistical
analyses, motion artifacts were corrected using an affine
rotation and translation correction. Second, low-fre-
quency signal fluctuations were removed on a voxel-by-

TABLE I. Examples of grammatical and nongrammatical sentences of the modified version of BROCANTO

Grammatical sentences Nongrammatical sentences

Long distance dependencies (a) aak gum prez caf aak trul rix
D N V C D N V

(b) * aak gum prez nöri aak trul rix
D N V M D N V

Local dependencies (c) aak plox glif rüfi aak böke gum
D N V M D A N

(d) * aak plox glif pel aak böke gum
D N V V D A N

D, determiner; N, noun; V, verb; M, verb modifier; A, adjective; C, complementizer. Violations that rendered sentences nongrammatical are
in italics. The two elements whose dependency is crucial are underlined. Note that the nongrammatical version of the long-distance
dependency condition is ungrammatical as the sequence D-N-V at the end of the sentence is only licensed after a C-element as in its
grammatical counterpart. In case of local dependencies ungrammaticality is realized by two successive elements of the same class
(V-elements in the present example), not allowed by the grammar. An example of each of these sentences for English would be the
following:
(a)The man wondered whether the boy lied.
(b)* The man wondered slowly the boy lied.
(c)The man greeted enthusiastically the young girl.
(d)* The man greeted saw the young girl.
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voxel basis. Finally, a spatial smoothing with a Gaussian
kernel of 6 mm full-width at half-maximum was applied
to emphasize spatially coherent activation pattern. For
each participant, neural activity was modeled by convolv-
ing a stimulus function representing a whole sentence
with a canonical hemodynamic response function [Friston
et al., 1998]. Thus, the following responses could be mod-
eled separately: grammatical sentences and nongrammati-
cal sentences containing long-distance and local depen-
dencies. The parameter estimates derived from these
linear contrasts were subsequently transformed into the
Talairach coordinate space [Talairach and Tournoux,
1988] and entered into a second-level group analysis treat-
ing subjects as a random effect, using a one-sample t-test
against a contrast value of zero at each voxel [Holmes and
Friston, 1998]. As in previous studies [Opitz and Fried-
erici, 2003, Opitz and Friederici, 2004], activations were
considered significant when comprised of 10 or more
contiguous voxels surviving a threshold of P � 0.0001,
uncorrected. More specifically, we were interested in
those brain areas whose activity varied by the partici-
pant’s proficiency level. Therefore, a participant’s perfor-
mance during the initial training procedure was taken as
a covariate of interest in the second-level analysis. In this
analysis a statistical threshold of P � 0.01 corrected for
multiple comparisons was used. Subsequently, the viola-
tion effects were estimated for the voxels that showed
significant activation in this analysis. The mean percent
signal change of all activated voxels for the time points
corresponding to the expected peak in the hemodynamic
response (4 – 8 s poststimulus) entered into a repeated-
measures analysis of variance (ANOVA) using violation
type (local vs. long-distance violations) and brain region
as within-subject factors. This ANOVA allowed us to look
at the differential involvement of different brain regions
in processing local and long-distance dependencies.

RESULTS

Behavioral Results

As is apparent from Figure 2, participants exhibited knowl-
edge of the grammar system of BROCANTO at the end of the
initial training by successfully discriminating between gram-
matical and nongrammatical sentences (80% correct, t22

� 16.63, P � 0.0001). An ANOVA contrasting the two violation
conditions and the six time bins (each representing the perfor-
mance of 32 successive trials) indicated more proficient knowl-
edge of the local dependencies than of the long-distance de-
pendencies (F1,22 � 28.7, P � 0.001). Nevertheless, the learning
rates for the two conditions were not distinct, as indicated by a
nonsignificant time bin by violation type interaction (F � 1).
Based on this, we can conclude that participants acquired both
local and long-distance dependencies.

During the scanning experiment participants correctly re-
sponded to about 83% of the word probes. No differences
between conditions, i.e., type of dependency (local vs. long-
distance dependency) and grammatical status of the sentence
were observed. Analyses of reaction times revealed faster re-
sponses for correct than for incorrect word detections (F1,20

� 14.77, P � 0.001; because of missing values for incorrect
answers, only 21 subjects entered this analysis). No differences
between conditions were observed. This homogeneity in probe
responses indicated that sentences of the four conditions were
equally well processed. In order to increase statistical power
the subsequent imaging analysis included all trials irrespective
of the correctness of the probe responses.

Brain Imaging Results

A first analysis of the fMRI data contrasted sentences
containing local violations or long-distance violations with
correct sentences. Local violations led to increased activity in
a number of brain areas (Table II), including bilateral hip-

Figure 2.
Increase of syntactic proficiency (proportion correct response
with SE bars) across participants during initial training 48 h prior to
the experiment.

TABLE II. Brain areas exhibiting activation increases for
sentences containing local and long-distance violations

as compared to correct sentences

Cortical region

Peak location

Z-scoreX Y Z

Local violations vs. correct
Left hippocampus �26 �21 �15 3.75
Right hippocampus 23 �10 �15 3.66
Left ventral PMC BA 6/4 �56 �22 35 3.29
Left inf. parietal lobule BA 40 �53 �37 24 3.40
Left STG BA 22 �62 �34 12 3.52
Right STG BA 22 59 �28 15 4.42
Right temporal pole BA 22 34 8 �18 3.47
Left insula �35 �10 �6 3.69
Right nsula 38 �7 �6 3.94
Right putamen 26 8 �3 3.47
Long-distance violations vs. correct
Right parahippocampal

gyrus BA 35 16 �25 �21 4.02
Mammillary body �1 �10 �12 4.40
Right lingual gyrus BA19 7 �79 3 3.70,
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pocampus (Fig. 3) and the left vPMC. In contrast, long-
distance violations gave rise to increased activity in the right
parahippocampal gyrus, the mammillary body, and the
right lingual gyrus. No differences in brain activity between
long-distance violations and correct sentences even at a
more liberal threshold of P � 0.005 were observed in bilat-
eral hippocampus. This is also reflected in the peak activity
for both hippocampi showing larger responses to local than
to long-distance violations in the left hippocampus (Fig. 3).

The second analysis focused on the influence of a partic-
ipant’s proficiency in the use of the newly learned grammar.
Therefore, this analysis included the performance during the
initial training procedure as a covariate of interest. By this
we sought to reveal brain regions whose activity was larger
for participants that showed better discrimination between
grammatical and nongrammatical sentences and, as a con-
sequence, acquired both local and long-distance dependen-
cies to a larger degree. This analysis takes into account
interindividual differences in the acquisition process of
BROCANTO and, therefore, possible differences in the pro-
cessing of local and long-distance dependencies. As is ap-
parent from Figure 4, this analysis revealed only two areas
with increased activity (Fig. 4A,4B): the opercular part of the
inferior frontal gyrus (oIFG: �47, �12, 24) and the vPMC
(BA 4/6: �47, �6, 35), respectively. As predicted, the oIFG
(BA 44) exhibited a differential response between violations
and correct sentences only for long-distance dependencies
(Fig. 4C). In this brain region no stronger activity for viola-
tions of local dependencies as compared to correct sentences
could be observed. The opposite response pattern was found
in the vPMC (Fig. 4D). Here, violations of local dependen-
cies exhibited greater activity as compared to correct sen-
tences and violations of long-distance dependencies. This
differential response pattern was confirmed by an ANOVA
contrasting the percent signal change for both violation
types in both regions (oIFG and vPMC). A violation type
� region interaction (F1,22 � 5.95, P � 0.05) was obtained.
More detailed evaluation of this interaction effect revealed
greater activation for long-distance as compared to local
violations in oIFG (F1,22 � 4.34, P � 0.05). The opposite

effect, namely, greater activation for local than for long-
distance violations in vPMC, did not reach significance (F1,22

� 2.15, P � 0.13).
To further explore the influence of proficiency on brain

activity we conducted a median split of the sample accord-
ing to the performance in the initial training. Participants
exhibiting a high percentage of correct responses (n � 13,
mean percent correct 86%) will be further referred to as the
high-proficiency group, while the other participants with
low percentage correct (n � 10, mean: 67%) formed the
low-proficiency group. As is apparent from Figure 5A, high-
proficiency participants activated the oIFG (BA 44) stronger
than the low-proficiency group. Therefore, the differences in

Figure 3.
Increase in hippocampal activity for local vio-
lations as compared to correct sentences. Be-
low the brain activity is plotted (mean % signal
change of the BOLD response of three con-
secutive time points around the peak � SE of
the mean across participants) for both viola-
tion conditions compared to correct sen-
tences. Note that long-distance violations ex-
hibited hippocampal activity that did not differ
from the activity for correct sentences.

Figure 4.
Regions in the frontal cortex demonstrating increased activity to
violations as compared to correct sentences. A: The left IFG (BA
44) is selectively more engaged in processing long-distance viola-
tions as compared to local violations or correct sentences. B: The
vPMC shows more activity for local as compared to long-distance
violations and correct sentences. C,D: Brain activity (mean %
signal change of the BOLD response of three consecutive time
points around the peak � SE of the mean across participants) for
both violation conditions compared to correct sentences.
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peak activity between both violation conditions and the
correct sentences were calculated separately for both regions
of interest (oIFG and vPMC; Fig. 5) and was subjected to an
ANOVA contrasting these differences for both groups. Both
groups elicited comparable overall activity in oIFG (BA 44)
as indicated by a nonsignificant main effect group (F � 1).
However, there was a significant condition by group inter-
action (F1,21 � 8.56, P � 0.01), suggesting a different engage-
ment of this brain region by both groups. Post-hoc tests
revealed greater involvement of oIFG (BA 44) in the process-
ing of distant violation as compared to local violations in the
high-proficiency group (F1,12 � 8.13, P � 0.05) but not in the
low-proficiency group (F1,9 � 1.94, P � 0.2). Similarly, both
groups exhibited comparable activity in the vPMC (Fig. 5B);
the main effect group was again not significant (F � 1).
Furthermore, the condition by group interaction was also
not significant (F � 1), suggesting a similar involvement of
the vPMC in the detection of local grammatical violations
for both groups.

DISCUSSION

The goal of this study was to investigate which brain areas
are involved in rule-based grammar processing using an
artificial language that allows direct comparisons between
local phrase structure dependencies and long-distance de-
pendencies (i.e., hierarchical rules). Specifically, we investi-
gated brain regions thought to be important in the proficient
use of either dependency. There are a number of critical
findings. First, anterior hippocampal activity was only evi-
dent in response to violations of local syntactic dependen-
cies. Moreover, this activity did not vary as a function of
proficiency. Second, we demonstrated that the processing of
such local dependencies involves the left ventral premotor
cortex. Lastly, our results show that Broca’s area (specifi-
cally, BA 44) plays a key role in the efficient processing of
long-distance dependencies and that this involvement de-
pends on the proficiency level.

The increased activity of anterior hippocampus during the
processing of local dependencies might be interpreted to

reflect the binding requirements needed to establish rela-
tionships between words and their possible positions in a
sentence, i.e., their specific syntactic category (e.g., noun,
verb). As we have previously demonstrated, the repeated
occurrence of a particular relationship, as in syntactically
correct phrases, facilitates the binding of a word to its syn-
tactic category and, therefore, the binding requirements re-
duce with increased proficiency [Opitz and Friederici, 2003,
Opitz and Friederici, 2004]. Crucially, a local phrase struc-
ture violation introduces a new relationship between a par-
ticular word and its new syntactic role in a sentence and,
therefore, would lead to enhanced activity of the left hip-
pocampal formation as compared to correct sentences be-
cause of increased relational processing demands [Cohen et
al., 1999; Preston et al., 2004]. This is consistent with our
view that the left hippocampal system mediates similarity-
based processing; that is, the hippocampus binds the per-
ceptual characteristics of each word to its possible sentence
position [Opitz and Friederici, 2003, Opitz and Friederici,
2004].

In addition in the present experiment, the processing of
local dependencies during a probe detection task triggered
an increased engagement of the left vPMC. This is in agree-
ment with recent results demonstrating that this brain re-
gion was involved in the detection of local ungrammaticali-
ties in naturally existing languages [Friederici et al., 2003;
Newman et al., 2003]. Using artificial languages mimicking
natural grammars, it has been demonstrated that this brain
region in addition to Broca’s area is also activated during the
acquisition and use of grammatical rules [Tettamanti et al.,
2002]. Our previous observation of vPMC involvement in
learning an artificial language solely comprised of local
phrase structure dependencies [Opitz and Friederici, 2004]
also adds evidence to the notion that the vPMC generally
supports the processing of local structures irrespective of the
actual task demands. This receives further support from
recent studies demonstrating the involvement of the vPMC
in visual object sequence learning tasks [Schubotz et al.,
2004] and motor sequence learning tasks [Sakai et al., 1998;
Toni et al., 1998]. Both tasks are characterized by a full
specification of the sequence by transitional probabilities,
i.e., local dependencies between elements in a sequence.

In contrast, violations of hierarchical rules activated the
posterior part of Broca’s area, i.e., BA 44. Broca’s area was
shown to be involved in syntactic processes in a number of
neuropsychological studies, in particular in that patients
with lesions centered on Broca’s area are clearly impaired in
processing syntactic rules, including hierarchical rules
[Caplan and Waters, 1999; Grodzinsky, 2000]. In addition,
brain imaging studies investigating long-distance depen-
dencies involving syntactic movement and transformations
have unequivocally reported Broca’s area to be active [Ben-
Shachar et al., 2003; Caplan, 2001; Kuperberg et al., 2000;
Röder et al., 2002; Stromswold et al., 1996].

One could argue that greater activation in BA 44 for the
long-distance condition reflects greater difficulty of this con-
dition due to greater syntactic complexity. Increased activity

Figure 5.
Difference in brain activity for local and distant violations minus
correct responses in BA 44 (A) and in the vPMC (B) for both
groups of participants. Note that in the vPMC the relative activa-
tion pattern of local violations and distant violations was quite
similar. BA 44, in contrast, exhibits group differences.
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in Broca’s area has been previously reported in comparisons
involving differences in syntactic complexity (e.g., center-
embedded vs. right-branching relative clauses [Caplan et al.,
2000]). However, in the present study the activation in BA 44
was modulated by proficiency with only high-proficiency
participants exhibiting stronger involvement of BA 44. This
might indicate that syntactic complexity per se is not the
cause of this activity.

A recent intriguing study further investigated the role of
Broca’s area in learning natural languages, independently of
the linguistic family to which the language belongs [Musso
et al., 2003]. In that study, subjects were required to learn
some rules of parametrically different languages, such as
Italian and Japanese. Broca’s area became more active over
the course of time as participants became adept with theses
rules, irrespective of semantic knowledge, i.e., the fact that
participants did not know the translation of the vocabulary.
Crucially, comparable presentations of pseudo-linguistic
rules (i.e., rules that are not based on the principles of PSG)
using the same vocabulary did not activate Broca’s area.

In addition, the present data suggest that the involvement
of Broca’s area, in particular BA 44, depends on the profi-
ciency level. Crucially, only high-proficiency participants
activated this brain region when processing hierarchical
structures. This is in accordance with earlier findings [Perani
et al., 1998] showing a similar pattern of brain activity when
listening to stories in either their native language or a second
language solely for high-proficiency participants. This sup-
ports the view that Broca’s area comes into play when
successful computations of hierarchical dependencies are
necessary for successful language processing, even without
semantic knowledge, as in the study by Musso et al. [2003]
or in the artificial language BROCANTO of the present
experiment.

In contrast, independent of the absolute signal change the
relative activation pattern of the vPMC for correct se-
quences, local violations, and distant violations was quite
similar between the two proficiency groups, with an activa-
tion increase for the local violation condition compared to
the two other conditions. This suggests that the vPMC reacts
in a qualitatively similar manner to local violations in high-
and low-proficient learners and might indicate that local
dependencies are much easier to process and that a low
proficiency level is sufficient to lead to activity of the vPMC.
This is also suggested by previous findings demonstrating
that cotton-top tamarins can learn local dependencies but
fail to acquire hierarchical dependencies [Fitch and Hauser,
2004]. It is known from evolutionary neuroanatomy that the
precentral gyrus is a phylogentically older structure and also
develops earlier in ontogeny than the inferior frontal gyrus
[Sanides, 1962]. Thus, it is conceivable that the vPMC sub-
serves the processing of the less complex local phrase struc-
ture violations that are limited to neighboring elements of a
sentence. In contrast, the evolution of well-developed hier-
archical processing abilities in humans may be a crucial
requirement for mastering any human language.

Taken together, the present results are compatible with
our view that Broca’s area as opposed to the adjacent vPMC
is involved in interpreting hierarchical dependencies be-
tween related elements. In general, this mechanism is not
necessarily tied to the language domain, but might rather
support hierarchical operations equally applied in linguistic
and nonlinguistic domains, including human imitation and
musical syntax [Iacoboni and Woods, 1999; Maess et al.,
2001].
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