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Brain Correlates of Language Learning: The Neuronal
Dissociation of Rule-Based versus Similarity-Based Learning
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Human Cognitive and Brain Sciences, 04303 Leipzig, Germany

Language learning is one of the mysteries of human cognition. One of the crucial questions is the following: Does acquisition of gram-
matical knowledge depend primarily on abstract rules or on item-specific information? Although there is evidence that both mechanisms
contribute to language acquisition, their relative importance during the process of language learning is unknown. Using an artificial
grammar paradigm, we show by means of functional magnetic resonance imaging that the brain dissociates the two mechanisms: the left
anterior hippocampus supports similarity-based learning, whereas the left ventral premotor cortex is selectively engaged by abstract rule
processing. Moreover, data analysis over time on learning suggests that similarity-based learning plays a nonobligatory role during the
initial phase, and that rule-based abstraction plays a crucial role during later learning.
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Introduction

The processes by which humans learn a language have gained
considerable interest over the past years (Hauser et al., 2002).
Based on the idea that language is so complex (Chomsky, 1965),
the acquisition of grammatical knowledge has been widely as-
sumed to involve structural rules. These so-called phrase struc-
ture rules (PSRs) determine how words are combined into
phrases and sentences. In contrast, another type of grammar,
called finite-state grammar (FSG), is specified by transition prob-
abilities between elements. For the processing of FSGs imple-
mented in artificial grammar-learning tasks (Reber, 1967), a
mechanism has been proposed that considers the similarity to
exemplars presented during training (Seger, 1994; Shanks, 1995).
It has been argued that this form of learning may well explain the
acquisition of FSGs. In a number of experiments, Vokey and
Brooks (1992) demonstrated that similarity-based learning leads
to transfer of grammatical knowledge to a new letter-set in a way
similar to rule-based learning. Reconciling the divergent results,
it has been proposed that performance in such tasks depends on
both item similarity and rule knowledge (Brooks and Vokey,
1991; Knowlton and Squire, 1996). Such proposals necessarily
raise the question of how such resources actually interact and
which brain systems mediate them.

It is commonly agreed that rule-based learning of natural
grammars is mediated by the left prefrontal cortex, especially
Broca’s area (Musso et al., 2003; Opitz and Friederici, 2003),
because it is the rule-based processing center of acquired syntax
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(Ullman et al., 1997; Indefrey et al., 2001). With respect to
similarity-based learning mechanisms, there is less converging
evidence. Recent studies that use functional magnetic resonance
imaging (fMRI) have proposed the role of the left hippocampus
in similarity-based learning (Strange et al., 2001; Opitz and Fried-
erici, 2003). In the study by Strange et al. (2001), subjects made
grammaticality judgments to letter strings for which the govern-
ing rule and the letters that comprised the exemplars were peri-
odically changed. Activity in the left hippocampus was modu-
lated by changes of exemplars, but not by changes of grammatical
rules. However, FSG learning based on exemplar-specific infor-
mation has been shown to be intact in patients suffering from
global amnesia and thus to be independent of the hippocampal
system (Knowlton and Squire, 1996).

To investigate the neural basis of both learning mechanisms,
we created an artificial grammar consisting of PSRs and a small
vocabulary. Once learned, participants were presented with lan-
guage input, which was systematically changed in terms of either
the phrase structure rules or one feature of a particular word
category. This design of this fMRI study allowed us to evaluate
modulations of brain activity as a function of the two types of
changes while keeping everything else constant. If the hippocam-
pal formation plays a prominent role in similarity-based learn-
ing, it should be activated by changes of words in a particular
category. In contrast, changes of the underlying phrase structure
rules might modulate activation in the left prefrontal cortex.

Materials and Methods

Subjects. A total of 21 right-handed, monolingual participants (12 male;
mean age, 25 years) with no history of neurological or psychiatric disor-
der volunteered in this study. All of the subjects were trained on the
miniature artificial grammar system BROCANTO (Friederici et al., 2002;
Opitz and Friederici, 2003) ~48 hr before the experiment. The training
procedure was identical with that described in Opitz and Friederici
(2003). Participants were given observation training on a list of 10 sen-
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syntactic structures: word categories:
S : NPVP N : gum, plox, tok, trul
NP VP NP glif, pel, prez, rix
NP: dN M :  boke
DMN
VP: v m:
vm d : af D : aak

Figure1. Schematicrepresentation of the artificial grammar of BROCANTO. Nodes in the top
panel specify word classes (nouns, verbs, etc.), whereas arrows denote valid transitions be-
tween nodes. A correct sentence is formed by a transition from beginning ([) to end (]). The
bottom panel depicts the rules according to which valid phrases are formed. Thus, a sentence (S)
consists of a noun phrase (NP) and a verb phrase (VP). ANP in turn is either the sequence dN or
DMN, where N is one of the possible noun choices. Word categories: N, noun; v, verb; M, adjec-
tive; m, adverb; d, determiner in NP; D, determiner in modified NP (i.e., NP with adjective).

tences and were instructed to extract the underlying grammatical rules.
After training, participants were asked to judge the correctness of a new
set of sentences according to the grammar they learned. This procedure
was repeated several times with different sentences. Training ended when
either 85% correct grammaticality responses in 30 successive sentences
were made, or when a total of 150 sentences were accomplished. The
average learning success rate was 80% and ranged from 63 to 99%.

Stimuli. Thirty sentences were formulated representing a subject—
verb—[object] structure (Fig. 1), according to the grammar system
BROCANTO. BROCANTO is based on the universal principles of natu-
ral languages (i.e., it consists of different syntactic word categories and
defined phrase structure rules). Another 30 sentences contained a severe
syntactic violation: an agreement violation, a word category repetition,
or a phrase structure violation (Opitz and Friederici, 2003). See Table 1
for examples.

Procedure. Subjects were repeatedly presented with series of three
blocks in the same order: a learning block, a test block, and a sensorimo-
tor control block. During learning, participants viewed 10 correct sen-
tences on a computer monitor and were instructed to extract the under-
lying grammatical rules. During test blocks, participants were presented
with 10 sentences, one-half of which were ungrammatical. The partici-
pants’ task was a grammaticality judgment on each sentence presented.
Feedback was given for each response. The grammatically correct sen-
tences used during the test phase were different from those used during
learning to reduce thelikelihood of reliance on recall of correct sentences.
To control for unspecific changes over time, a control task was intro-
duced that consisted of serial visual presentation of either of two
pseudowords (BRAD and DABA) that did not belong to the grammar of
BROCANTO. Because a forced-choice button press relating to which
pseudoword had been presented was required, the control task was
matched for stimulus properties (pseudowords) and response require-
ments (forced-choice button press).

After three series of initial exposure to the original grammar system of
BROCANTO were accomplished, systematic changes to the grammar
were incorporated. Subjects were assigned to two groups for which one
parameter of the grammar was varied in the test cycle. A between-group
design was necessary to investigate the change of the two crucial param-
eters after initial learning. For one-half of the subjects, the superficial
similarity was changed by allowing the noun to vary in position in the
noun phrases without violating the underlying phrase structure rules of
BROCANTO. This WORD condition meant that nouns that were pre-
sented only in the sentence—initial-noun phrase during the early training
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would now also appear in the sentence—final-noun phrase. The WORD
condition resulted in two positional changes (Table 1). For example, the
noun “plox” was presented only in subject position (as in 1) during
training, but appeared also in object position during test (as in 2).

For the other one-half of the participants, a new phrase structure rule
(RULE condition) was incorporated into BROCANTO. The added rule
concerned the modifier—noun relationship. Although the original gram-
mar of BROCANTO always placed the modifier before the noun [as in
(1), “boke gum”], the test version allowed the modifier to follow the
noun to which it refers as well [as in (3), “gum boke”]. Note that in terms
of “editing distance” or the changes needed to make the training and test
sentences identical, both WORD and RULE conditions resulted in two
positional changes.

Data acquisition. Imaging was performed on a 3T-Bruker Medspec
30/100 system using a standard birdcage head coil. In a separate session
before the experiment, high-resolution three-dimensional structural im-
ages were collected using an MDEFT sequence. Functional images sensi-
tive to BOLD contrast were acquired with a gradient-echo echo-planar
imaging sequence (echo time, 30 msec; flip angle 90°; repetition time, 1
sec). An acquisition volume consisted of 12 slices (5 mm thickness, 2 mm
gap) parallel to the plane intersecting the anterior and posterior commis-
sures with an in-plane resolution of 3 mm?. Slices were positioned indi-
vidually to cover the medial temporal lobe up to the superior frontal
sulcus. A total of 2670 functional volumes per participant were acquired.

Data analysis. Data were analyzed analogous to our previous study
(Opitz and Friederici, 2003) using the general linear model as imple-
mented in the software package LIPSIA (Lohmann et al., 2001). The data
were smoothed spatially with an isotropic 6 mm full-width at half-
maximum Gaussian kernel, and the global means were normalized by
proportional scaling. For each subject, neural activity in each block was
modeled by convolving a stimulus function representing this block with
a canonical hemodynamic response function (Friston et al., 1998). The
resulting subject-specific time series of each experimental block were
weighted with that subject’s behavioral performance measure. This pa-
rameter function was derived from each individual’s behavioral perfor-
mance (percentage of correct responses in each block) by fitting a loga-
rithmic function to the five time bins of the learning curve separately for
each condition. The two original condition-specific model functions
(WORD/RULE conditions vs the sensorimotor control condition) were
multiplied by the learning function. This led to additional regressors
reflecting learning-related changes in the WORD/RULE conditions rel-
ative to the almost enduring activity in the sensorimotor control condi-
tion. Linear contrasts of the parameter estimates for each regressor were
calculated and entered into a second-level analysis treating subjects as a
random effect using a one-sample ¢ test against a contrast value of zero at
each voxel. Activations were considered significant when comprised of
10 or more contiguous voxels surviving a threshold of p < 0.0001,
uncorrected.

Results

The performance in terms of percentage correct and reaction
times of both groups are depicted in Figure 2. As apparent from
Figure 2, performance during the initial three blocks did not
differ between both groups (both F values, <1), indicating that
both groups had the same level of competence in the original
grammar of BROCANTO. The introduction of the RULE change
led to a significant decrease in grammaticality judgment perfor-
mance (F, ;) = 5.13; p < 0.025; one-tailed) and an increase in
reaction time (F(, ;) = 149.68; p < 0.0001) immediately after the
change with subsequent learning of the new rule. In contrast, in
the WORD condition, performance improved throughout the
entire session (Fig. 2A), although reaction times slightly in-
creased after the change of superficial word position (F, o, = 8.1;
p < 0.05). There was no significant difference in performance
and reaction times between the groups as confirmed by an
ANOVA contrasting the groups’ performance across blocks (per-
formance, F(; ;) = 0.66; p > 0.42; reaction time, F(; ;o) = 3.4;p >



8438 - J. Neurosci., September 29, 2004 - 24(39):8436 — 8440

0.1). However, there was a significant
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Table 1. Examples of sentences used during initial training and the WORD and RULE conditions

block-by-group interaction for perfor-

Grammatical sentences Nongrammatical sentences

mance (F, 7¢) = 3.77; p < 0.01), pointing
to differential processing of WORD and
RULE changes.

Concerning the fMRI data, a random-
effects model was used to identify the ac-
tivation pattern specific to the acquisition

(1) Initial training
(2) Word condition

(3) Rule condition

1 aaf plox glif riifi aak boke gum *1 aaf plox glif riifi aaf boke gum

d N vmbDM N d NvmdM N
2 aaf gum glif riifi aak boke plox *2 aaf gum glif pel aak boke plox
d N vmDM N d Nvv DMN
3 aaf plox glif riifi aak gum bike *3 aaf plox aak gum béke glif riifi
d NvmDN M d NDO N M vm

of the changed version of BROCANTO.
This was reflected by the interaction be-
tween the condition (WORD/RULE con-
dition vs asensorimotor control condi-
tion) and the individual accuracy of
performance. Our contrasts tested for
greater learning-related changes in the
BOLD signal in the learning blocks versus
sensorimotor control blocks separate for
the WORD and RULE conditions, thereby
allowing us to compare the involvement of
particular brain structures in rule-based
and similarity-based learning (see Materi-
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Fornotation of word categories, see Figure 1. The changes made are in bold for grammatical as well as for nongrammatical sentences. Violations that rendered
sentences nongrammatical are in italics.

*1, Agreement violation between determiner and type of noun phrase; *2, word category repetition; *3, phrase structure violation; noun phrase (dN) should
be followed by a verb phrase (v orvm) asin (1), but not by another noun phrase (DNM). Note that each type of violation occurred in every condition.
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alsand Methods). Increased proficiency in %
grammar use as indicated by the learning
curve (Fig. 2A) resulted in a significant
modulation of left anterior hippocampal
activity (coordinates, —21, —17, —17)
(Talairach and Tournoux, 1988) in the
WORD condition only (Fig. 3, left panel). Interestingly, for the
WORD condition, we observed a transient initial increase be-
tween the first three blocks (original grammar) and the fourth
block with the change followed by a gradual decrease immedi-
ately after the change in superficial similarity.

In contrast, the RULE condition indicated a gradual increase
of activity in the left ventral premotor cortex (Talairach coordi-
nates, —43, 0, 17) (Fig. 3). Crucially, this increase was caused by
the introduction of a new phrase structure rule in the fourth
learning block (Fig. 3, right panel, arrow).

To investigate the differential processing of WORD and RULE
changes further, we contrasted the signal change within the left
hippocampus and the left ventral premotor cortex (vVPMC) di-
rectly between conditions. A repeated-measure ANOVA treating
condition (RULE vs WORD) as a between-subjects factor and
block (5 time bins equivalent to the learning curve) as a within-
subject factor revealed a significant block-by-condition interac-
tion for both areas (hippocampus, F 4 76, = 2.91; p < 0.05; vVPMC,
Fla76) = 2.59; p < 0.05). These differential activation patterns
emerged only after the WORD and RULE condition changes were
introduced. That is, that the brain activity during the first three
blocks (comprised of the original version of BROCANTO) did not
differ between groups (F values for both regions, <1).

Figure 2.

Discussion
The present experiment set out to investigate the neural corre-
lates of similarity-based and rule-based acquisition. We did this
by using an artificial grammar system, having participantslearn it
in its original form, and then introducing systematic changes.
Brain activity was scanned during the learning of the novel forms
of the grammar. Clear dissociations were observed between both
types of learning in grammaticality judgment performance and in
brain activation.

Behaviorally, changes in word position without any phrase
structure rule change (WORD condition) did not affect learning
performance, whereas the introduction of a new phrase structure

- x 13 a8 78 1012 1315
o2, 10412 1318 o5

Performance (with SE bars) across participants of the RULE and WORD condition. The beginning of changes is
indicated by an arrow. Note that a change of abstract rules resulted in a significant decrease in the performance of grammaticality
judgments immediately after the change and during subsequent learning of the new rule.

rule led to decreased performance. Thus, the WORD condition
showed that items adhering to learned grammatical rules (i.e.,
nouns and their possible positions in the phrase structure) were
judged to be grammatical, although they differed superficially
from the learned exemplars (i.e., their actual positions in the
sentences during training). These behavioral results suggest that
compliance with grammatical rules might be the dominant factor
guiding grammatical classification judgment (Knowlton and
Squire, 1996).

Although the WORD condition exhibited no effects in terms
of grammaticality judgment performance, a clear modulation of
brain activity was found in the left anterior hippocampus. The
initial increase of activation reflects the engagement of the hip-
pocampal system when confronted with changes in word posi-
tion, whereas the following decrease indicates that less hip-
pocampal resources are needed when learning proceeds. It has
been argued independently that similarity-based learning, which
operates on perceptual characteristics of each word in a sentence,
can be assumed as a specific form of relational processing (Go-
mez and Gerken, 2000). Relational processing, in turn, has been
proposed to be a function of the hippocampal system (Cohen et
al., 1999; Davachi and Wagner, 2002). Within this framework,
the hippocampal activity observed here might be interpreted to
reflect the resources needed to recall learned relationships be-
tween words and their possible positions, and these reduce as
learners become more proficient. However, with respect to the
present grammatical system, this means that words have to be
bound to their specific syntactic categories (e.g., noun) and
thereby their possible positions (e.g., subject—object position)
within a sentence. This means that the introduction of a new
relationship of words within a sentence would lead to enhanced
activity of the left hippocampal formation because of increased
relational processing demands (Cohen et al., 1999; Schacter and
Wagner, 1999). Repeated occurrence of a particular relationship
facilitates the binding of a word to its syntactic category and
thereby its role in the sentence. Therefore, less left anterior hip-



Opitz and Friederici * Brain Correlates of Language Learning

—d— RULE condition

-~+- WORD condition

075 025
oy A 9 Rule change or
2 05 SN &,
= ". L) o 015 Word change
il 2 ,‘
£ ] 3. £ 005 .
] N ] . " .
T 025 4 < % = =
e s € -005{ * .
D 45 Rule change or Ly 2
@ » (7]

Word change
0,75 0,15
13 46 79 10112 13415 13 46 79 1012 1315
block block

Figure 3.  Brain regions in which a significant condition-by-time interaction was observed.
The sagittal sections at x = —26 mm (left panel) and x = —48 mm exhibit brain areas with
changes of activity during learning relative to recurring control. Decreased activity in the left
anterior hippocampus was noted for similarity-based learning only (top left panel, indicated by
arrow). Regions demonstrating increased activity during learning included the left ventral pre-
motor cortex and was predominant for rule-based learning (top right panel). Time courses of
brain activity in the hippocampus (bottom left) and the premotor cortex (bottom right) illus-
trate this differential effect.

pocampal activity is observed as a function of learning a new
word position without a rule change in a language-like artificial
grammar. This is consistent with the view that the left hippocampal
system mediates similarity-based learning, which dominates the ini-
tial phase of the acquisition of a language-like grammar (Opitz and
Friederici, 2003). The present results receive additional support
from recent imaging studies that demonstrate decreased hip-
pocampal activity during the time course of associative learning
(Zeineh et al., 2003) and of probabilistic cue-outcome learning
(Poldrack et al., 2001).

Despite this converging fMRI evidence, there is some appar-
ent inconsistency with previous neuropsychological findings.
Knowlton and Squire (1996) reported that similarity between
items influenced the grammaticality judgment of amnesic pa-
tients and healthy controls in the same way, suggesting that
similarity-based learning does not necessarily depend on the hip-
pocampal formation. There are several possible explanations for
the inconsistency of the patient data with the present data. The
patient effects may stem from the heterogeneity of the patient
sample (most of the patients suffer from diencephalic damage).
Alternatively, even a small amount of hippocampal functioning is
sufficient to support similarity-based learning of a language-like
artificial grammar. Another explanation for these contradictory
results, however, could be derived from the way superficial sim-
ilarity was manipulated in the different studies. In the study by
Knowlton and Squire (1996), nongrammatical items could either
contain impermissible chunks (themselves violating the gram-
matical rules) or contain permissible chunks that appear in im-
permissible locations. The latter type was more readily endorsed
as grammatical than the impermissible chunks whose ungram-
maticality was easily detected (Gomez and Schvanenfeldt, 1994).
In the present study, the changes of word position resemble the
harder-to-detect, grammatically permissible chunks in different
locations. Thus, it is conceivable that these word position changes
engage the hippocampus system more than the detection of im-
permissible chunks.
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The RULE condition, in contrast, triggered an increased en-
gagement of the left vPMC. This is in agreement with recent
results demonstrating the involvement of this brain region in the
acquisition of grammatical rules (Tettamanti et al., 2002). The
focus of the present activation is somewhat more posterior to
previously observed activations in correlation with grammatical
rule processing (Musso et al., 2003; Opitz and Friederici, 2003),
but the study by Tettamanti et al. (2002) reported two activation
foci for the comparison between grammatical and nongrammati-
cal rules, a more anterior activation in Brodman area (BA) 44/45
(—44, 14, 4) and a more posterior activation in BA 6 (=50, —4,
28). Activations in BA 44 have been reported in a number of
studies on syntactic transformations in natural languages (Just et
al., 1996; Stromswold et al., 1996; Embick et al., 2000; Fiebach et
al., 2001; Ben-Shachar et al., 2003), whereas the left premotor
cortex was shown to be activated during detection of local un-
grammaticalities (Friederici et al., 2003). The new rule intro-
duced in the present study is a local phrase structure one, because
it concerns a change in modifier placement in the noun phrase;
therefore, the activation in the left vPMC may be related to the
local character of rule change. This suggests that the activation
observed in the left vVPMCis not restricted to the detection of local
ungrammaticalities, but more generally supports the processing
of local structures, be it during learning or ungrammaticality
detection.

Together, the current findings agree with previous studies
demonstrating that changes in superficial features of a novel
grammar modulate activation in the left anterior hippocampus,
whereas changes in abstract rules selectively engage prefrontal
cortices. First, these results point to a dissociation between
similarity-based learning and rule abstraction during language
acquisition. Second, they suggest that similarity-based learning
plays a nonobligatory role during initial learning, whereas rule-
based abstraction plays a crucial role during later learning. This is
in agreement with a recent model of the functional architecture of
first and second language learning (Ullman, 2001) proposing that
language processing depends on temporal lobe structures as well
as left inferior frontal and basal-ganglia structures. Crucially,
based on previous event-related potential (ERP) studies that have
consistently shown an enhanced negativity over posterior brain
areas for the less proficient second language processing of syntac-
tic violations (Weber-Fox and Neville, 1996; Hahne and Fried-
erici, 2001), this model posits prevailing involvement of the
temporal lobes in grammar processing in the second language. In
contrast, high proficient adult second language learners exhibited
an early frontal ERP effect of syntactic processing, typically ob-
served for native speakers (Friederici et al., 2002). This is consis-
tent with the present results suggesting initial involvement of the
left hippocampus, with a shift to left inferior frontal activity
associated with the proficient use of a language-like artificial
grammar.
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