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Abstract

One of the most influential views on the hippocampal function suggests that this brain region is critically involved in relational memory
processing, that is, binding converging inputs to mediate the representation of relationships among the constituents of episodes. It has been
proposed that this binding is automatic and obligatory during learning and remembering In addition, neuroimaging studies have highlighted
the importance of the prefrontal cortex, in learning, memory, and language processing. However, the posited importance of hippocampal–
prefrontal interaction remains to be empirically tested. In the present study we used functional magnetic resonance imaging to examine in
detail this interaction by assessing learning-related changes in hemodynamic activity during artificial language acquisition. It has been
shown previously that artificial grammar systems might be learned by evaluating pattern-based relations in word sequences and generalizing
beyond specific word order, that is, rule abstraction. During scanning, participants learned an artificial language whose miniature grammar
meets the universal principles of a natural language. Increased proficiency level of the artificial language is associated with decreased left
hippocampal activity. In contrast, we observed an increased recruitment of the left inferior frontal gyrus (Broca’s area), a region that
contributes to syntax processing in natural language. The present results, therefore, indicate a learning-related change in brain circuitry
underlying relational processes of language learning, with a transition from a similarity-based learning system in the medial temporal lobes
to a language-related processing system in the left prefrontal cortex.
© 2003 Elsevier Science (USA). All rights reserved.
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Introduction

Recent studies have begun to use functional neuroimag-
ing techniques to describe the brain activity that occurs
during human learning. One important view on learning,
gaining considerable interest over the past years, proposes
two distinct processes (Knowlton and Squire, 1996; Smith
et al., 1998). According to this view, individuals either learn
item-specific information on the basis of superficial simi-
larity to some exemplar or learn by abstracting a represen-
tation of the underlying rules. Rule-based learning has been
studied extensively by means of an artificial grammar-learn-

ing task. An artificial grammar system, first introduced by
Reber (1967), reflects a set of arbitrary (nonlinguistic) rules
governing the concatenation of letter strings. Usually sub-
jects exposed to such grammar systems learn to categorize
strings as grammatical (i.e., conforming to the rules) or
ungrammatical and after some time of exposure perform
this categorization task with an accuracy greater than
chance (Reber, 1967). It has been argued, however, that
learning mechanisms on the basis of superficial similarity
may well explain the learning of such artificial grammars
(Shanks, 1995). In one study it was shown that subject’s
knowledge of parts of the grammar strings as assessed by a
recognition procedure was sufficient to account for the ob-
served performance on the artificial grammar-learning task
(Perruchet and Pacteau, 1990). Despite such experiments
that demonstrate that knowledge of exemplar-specific infor-

* Corresponding author. Saarland University, Department of Psychol-
ogy, Experimental Neuropsychology Unit, P.O. 151150, Saarbrücken
D-66041, Germany. Fax: �49-681-302-6516.

E-mail address: b.opitz@mx.uni-saarland.de (B. Opitz).

NeuroImage 19 (2003) 1730–1737 www.elsevier.com/locate/ynimg

1053-8119/03/$ – see front matter © 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S1053-8119(03)00170-8



mation is sufficient to support some learning, this cannot
explain the acquisition of abstract or rule-based knowledge
in more complex artificial grammar paradigms. This was
demonstrated by a nonlinguistic artificial grammar-learning
experiment (Gomez and Schvaneveldt, 1994) in which sub-
jects were exposed to one subset of strings generated by the
artificial grammar during learning but to another subset
generated by the same grammar during test. Despite the
change in vocabulary subjects were able to discriminate
grammatical from ungrammatical strings suggesting that
subjects had extracted some aspect of the grammatical rules
beyond specific exemplars. Thus learning of this type can-
not solely be based on superficial similarities but necessarily
requires abstraction abilities. Neural evidence for abstrac-
tion mechanisms has been provided by a number of studies
employing functional neuroimaging techniques (Fletcher et
al., 2001; Seger et al., 2000; Strange et al., 2001). For
instance in the study by Strange et al. (2001) subjects made
grammaticality judgments to exemplar letter strings for
which the governing nonlinguistic grammar rule was peri-
odically changed. Bilateral anterior prefrontal cortices were
selectively engaged following abstract rule change but not
following a change in exemplars conforming to the same
rules. Interestingly, this latter change of superficial features
modulated activation in the left hippocampus pointing to a
differentiation between similarity-based learning and rule
abstraction. In contrast, artificial grammar learning has been
shown to be independent of the medial temporal lobe mem-
ory system in neuropsychological studies with patients suf-
fering from global amnesia. Knowlton and Squire (1994,
1996) found that amnesic patients exhibit normal perfor-
mance in an artificial grammar-learning task but were im-
paired on recognition judgments about the items used. Thus,
what neural systems may subserve rule-based learning is
still an open issue.

One aspect that has received little attention in previous
studies is the potential difference between different artificial
grammar systems. Despite apparent similarities between
artificial grammars of the Reber type (Reber, 1967) and
those used to study real language abilities in infants and
adults (Saffran et al., 1996; Gomez and Gerken, 2000),
recent electrophysiological and neuroimaging evidence em-
phasizes the vast differences between the two. Learning of
nonlinguistic artificial grammars has been shown to activate
a variety of cortical brain areas distinct from those areas
activated by natural language processing. Although areas
activated by artificial grammar learning included the ante-
rior part of middle frontal gyrus and parietal lobule in both
hemispheres (Fletcher et al., 1999; Seger et al., 2000), the
processing of natural language typically engages the tem-
poral lobes and the left inferior frontal gyrus, the so-called
Broca’s area (Friederici et al., 2000a; Perani et al., 1998).
Crucially, studies using event-related potential (ERP) mea-
sures support the view of a functional difference between
nonlinguistic and linguistic grammar learning. It was shown
that the pattern of brain potentials for nonlinguistic rule

violations (Baldwin and Kutas, 1997) is different from those
observed for the processing of violations in a linguistic
artificial grammar (Friederici et al., 2002). Interestingly, the
pattern of brain potentials for the latter violations is very
similar to those observed for syntactic rule violations in
natural language (Hahne and Friederici, 1999). The current
experiment using functional magnetic resonance imaging
(fMRI) set out to investigate the neural basis of artificial
grammar learning by emphasizing language-like rules.
Thus, in order to increase similarity between artificial gram-
mars and natural language, the experimental design embod-
ied an artificial language, BROCANTO (Friederici et al.,
2002), that controls for a number of variables known to
influence second language acquisition: (1) a large, but
poorly established, vocabulary that could delay the fast
availability of syntactic word category information crucial
to build up syntactic structures and (2) syntactic rules which
may be different between the two languages causing inter-
ference. Therefore, the present artificial grammar (cf. Fig. 1)
controlled the number of members of a given word category
and the number of similar and dissimilar rules between the
native and the artificial (target) grammar. Note that the
syntactic structures of BROCANTO mimic structures of
natural languages (S � sentence, NP � noun phrase, VP �
verb phrase). Moreover the different categories (N � noun,
v � verb) are represented by different members, thus re-
quiring an abstract representation of the word category
realized as a node in the syntactic structure. BROCANTO
differs from natural languages only in that it does not
include embedded sentence structures.

On the basis of previous neuroimaging studies (Strange
et al., 1999, 2001) we hypothesize that learning an artificial
language, in its initial phase, would be mediated by the
hippocampus, with its activity decreasing as a function of
increasing performance. In contrast, proficient use of the
languagelike artificial grammar of BROCANTO should

Fig. 1. Schematic representation of the artificial grammar of BROCANTO.
Nodes in the upper panel specify word classes (nouns, verbs, etc.), while
arrows denote valid transitions between nodes. A correct sentence is
formed by a transition from beginning ([) to end (]). The lower panel
depicts the rules according to which valid phrases are formed. Thus, a
sentence (S) consists of a noun phrase (NP) and a verb phrase (VP). An NP
in turn is either the sequence dN or DMN, where N is one of the possible
noun choices gum and trul. Word classes: N � noun; v � verb; M �
adjective; m � adverb; d, D � determiner.
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give raise to increasing activity in brain regions typically
observed in normal adult language processing, like Broca’s
area (Friederici et al., 2000a; Perani et al., 1998).

Methods

Subjects

Functional MRI scans were taken from 17 participants (9
male; mean age: 25 years, range: 20–29). They were all
native speakers of German and right-handed and had normal
or corrected-to-normal vision. Informed consent was ob-
tained from all participants after the nature and possible
risks of the experiment were explained. Three participants
(two male) were excluded from all analyses due to a lack of
behavioral learning effects.

Materials

The stimulus material was formed according to the artificial
language BROCANTO shown in Fig. 1. Each sentence of the
artificial language, containing five to eight words, represented
a subject-verb-[object] structure. The subject and the object of
a sentence was a noun phrase (NP) composed of a determiner
(D,d), an adjective (M), and a noun (N). The verb phrase (VP)
consisted of a verb (v) and an optional adverb (m). All words
forming a particular word class (nouns, verbs, etc.) were spec-
ified by a particular vowel (e.g., u � noun and e � verb). A
total of 30 sentences were formulated according to these rules.
Another 60 contained a severe syntactic violation. These in-
correct sentences were derived by replacing tokens of one
word category in a correct sentence by tokens of a different
word category. Thus, three types of violations were con-
structed covering a wide range of possible violations. These
include violations of the phrase structure, violations of the
determiner-noun-agreement, and word class repetition. The
number of words used in this experiment was limited to eight
words in order to minimize demands on memorizing particular
items.

Experimental procedure

The present experiment was similarly constructed to pre-
vious studies examining nonlinguistic artificial grammar
systems (Fletcher et al., 1999; Strange et al., 2001). It
comprised 15 triplets of blocks and within each triplet a
fixed order of a learning block (70 s), a test block (70 s), and
a sensorimotor control block (20 s) was presented visually.
A brief instruction (7 s) began each block. During learning,
participants viewed 10 correct sentences for 7 s each on a
computer monitor and were instructed to extract the under-
lying grammatical rules. During test blocks, participants
were presented with 10 sentences (7 s) that were either
grammatical (half of the sentences) or ungrammatical. The
participants task was a grammaticality judgment on each

sentence presented. Visual feedback was given for each
response. To control for unspecific changes of hemody-
namic activity over time, blocks containing a sensorimotor
control task were included after each of the test blocks.
These control blocks consisted of serial visual presentation
of either of two pseudowords (BRAD and DABA) which
required a forced-choice button press relating to which
pseudoword had been presented. Ten minutes after scan-
ning, a transfer grammatical judgment test was performed in
which 30 new sentences were presented, half followed the
same grammatical rules as during learning and half were
new ungrammatical sentences.

Data acquisition

Imaging was performed on a 3T Bruker Medspec 30/100
system using a standard birdcage headcoil. Procedures in-
cluded collection of anatomical images using a MDEFT
sequence (Ugurbil et al., 1993; Norris, 2000, data matrix
256 � 256, TE � 10ms, TR � 1.3 s). Functional images
sensitive to blood-oxygen-level-dependent (BOLD) contrast
were acquired using a gradient-echo EPI sequence (TE �
30 ms, flip angle � 90°, and TR � 1 s). An acquisition
volume consisted of 12 axial slices (5 mm thickness, skip 2
mm) with a 3-mm2 in-plane resolution. Slices were posi-
tioned to cover the medial temporal lobe up to the superior
frontal sulcus. A total of 2670 functional volumes per par-
ticipant were acquired in two scans synchronized with the
onset of sentence presentation.

Data analysis

Data were analyzed using the general linear model employ-
ing a random effects model as implemented in the software
package LIPSIA (Lohmann et al., 2001). The data were
smoothed spatially with a 6-mm FWHM isotropic Gaussian
kernel, and the global means were normalized by proportional
scaling. We focused on learning-related changes in neuronal
activity. Therefore, the time series of each condition was
weighted to model a Condition � Time interaction. The model
function was derived from each individual’s behavioral learn-
ing curve by fitting a logarithmic function a ln(ti) � b. Our
contrasts tested for greater learning effects in the learning and
testing blocks versus sensorimotor control blocks. The con-
trasts entered into a one-sample t test across all subjects. Ac-
tivations were considered significant when composed of 10 or
more contiguous voxels surviving a threshold of P � 0.0001,
uncorrected.

Results

Behavior

The behavioral data showed improved performance
across blocks (see Fig. 2). This was indicated by an
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ANOVA contrasting the performance of the first three con-
secutive blocks with the last three blocks [F(1, 13)�44.8, P
� 0.0001]. Moreover, the performance of the very first
block did not significantly differ from chance level (per-
centage correct � 52%, t(13) � 1). The performance im-
provement across the experimental session could be best
modeled using a logarithmic regression explaining 76% of
the experimental variance. However, participants may have
transferred syntactic rules from their German mother tongue
to the artificial language rather than acquiring new syntactic
rules. This potential transfer was controlled for by introduc-
ing two grammatical rules (determiner-noun-agreement)
into BROCANTO that do not exist either in German or in
any other natural language known to the participants (Fried-
erici et al., 2002). Thus, if any observed response to syntax
violations rested on a rule transfer from German to BRO-
CANTO, these new rules should exhibit non- or slower
learning. An ANOVA contrasting subjects performance for
the different violation types across learning blocks revealed
no distinction in learning rates as indicated by a nonsignif-
icant Block � Violation type interaction [F(12, 156) �
1.04, P � 0.4]. Based on this we can conclude that the
observed learning-related changes in hemodynamic activity
was indeed caused by acquiring a miniature language with
negligible transfer from other language. In a separate trans-
fer test several minutes after scanning with new sentences
either conforming to the learned rules or not, participants
correctly classified 74% of the sentences. This performance
is significantly above chance level [t(13) � 4.89, P � 0.001,
cf. Fig. 2] but was not significantly different from the
performance level of the last learning blocks [t(13) � 1.87,
P � 0.1, cf. Fig. 2]. This provides additional evidence that
the grammar of BROCANTO was successfully acquired,

that is, long-lasting representations of the underlying gram-
matical rules had been established.

Neuroimaging

We focused our analysis on learning-related changes
during the acquisition of the artificial language. Thus, the
specific contrast of interest tested was a Condition (learning
versus sensorimotor control) � Time interaction resembling
a logarithmic increase or decrease of activity during the
learning blocks relative to the sensorimotor control. Figure
3I shows the brain’s response and its temporal modulation
while learning an artificial language. During learning, left
posterior hippocampal activity [at coordinates �26, �32, 0
in Talairach space (Talairach and Tournoux, 1988)] de-
creased relative to the recurring control task. Additionally,
other brain regions also exhibited decreasing activity during
learning, including the retrosplenial cortex and left anterior
and posterior temporal areas (cf. Table 1). The reverse
response pattern, namely significantly increased engage-
ment during language acquisition, was found in the opercu-
lar part of the left inferior frontal gyrus, that is, Broca’s area
restricted to BA44 (cf. Figure 3II, Table 1). Additional
increased activity with the progression of language acqui-
sition was also obtained in posterior association areas at the
anterior part of the middle occipital sulcus in both hemi-
spheres (BA18/19).

Discussion

In this study we addressed the question of the functional
architecture of the acquisition of a new artificial grammar
that meets the universal principles of a natural language.
Our behavioral data provide evidence of transfer of classi-
fication performance to novel sentences, confirming that
subjects in the present study learned an abstract linguistic
grammar system on the basis of rules and not merely on the
basis of superficial similarities. The imaging data during
learning exhibit decreasing activity in the left posterior
hippocampus, whereas the activity in the left fronto-oper-
cular cortex increased.

The decreasing hippocampal response of the present
study is consistent with the transient task-related decrease in
hippocampal activation previously observed in studies on
nonlinguistic grammar learning (Strange et al., 1999, 2001).
In addition, probabilistic learning also produces a relative
decrease in hippocampal activation (Poldrack et al., 1999).
We attribute this hippocampal response pattern to similari-
ty-based learning, which apparently governs the initial state
of learning the artificial grammar and which is no longer
used once the grammatical rules of the artificial language
have been acquired. Supporting evidence is provided by a
number of neuropsychological and neuroimaging findings
of left hippocampal involvement in verbal memory process-
ing (Helmstaedter et al., 1997; Wagner et al., 1998). In

Fig. 2. Performance (with standard error bars) across participants during
learning and the subsequent transfer test. The performance measure was
averaged across the three consecutive learning blocks. Language aquisition
was evidenced by a significant increase in performance during the exper-
iment indicated by an explained variance of R2 � 0, 76.
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addition, relational processing which is taken to underlie
pattern-based learning (Gomez and Gerken, 2000) also ap-
pears to be a function of the hippocampal system as indi-
cated by a wide range of fMRI studies (Cohen et al., 1999;
Schacter and Wagner, 1999). Furthermore, it has been sug-
gested that relational processes based on perceptual simi-
larity can operate in parallel to abstract rule learning (Smith

et al., 1998; Strange et al., 2001). Thus, these findings are
compatible with our interpretation of the present hippocam-
pal response decreasing with time. This interpretation, how-
ever, is in apparent conflict with previous neuropsycholog-
ical findings of Knowlton and Squire (1994, 1996), who
reported normal performance in the artificial grammar-
learning task for amnesic patients. There are several possi-
ble accounts for these patient data: Either this inconsistency
may be due to the heterogeneity of the patient sample as
most of the patients suffer from diencephalic damage caus-
ing amnesia or even a small amount of hippocampal func-
tioning is sufficient to support artificial grammar learning.
Another, more likely account for these contradictory results,
however, is the notion that superficial similarity between
exemplars does not itself play an obligatory role in artificial
grammar learning (Knowlton and Squire, 1994).

Other brain regions exhibiting decreasing activity during
learning include the thalamic nuclei and the retrosplenial
cortex. Both areas have a rich interconnectivity with the
medial temporal lobe and together they constitute the so-
called extended hippocampal diencephalic system (Aggle-
ton and Brown, 1999). The integrity of this system is a
prerequisite for successful retrieval from episodic memory.
In particular, neuroimaging studies (von Zerssen et al.,

Fig. 3. (I) Brain regions in which a significant Condition � Time interaction was observed. Sagittal sections at x � �26mm (left panel) and x � �40mm
(right panel) exhibit brain areas with changes of activity during learning relative to the recurring control blocks. Regions demonstrating decreased activity
during artificial language learning included the left posterior hippocampus (A: �26, �32, 0) and the left ventrolateral thalamus (B: �18, �16, 1). Increased
activity was noted in the left inferior frontal gyrus (C: �40, 8, 18) and the left medial occipital gyrus (D: �40, �81, 28). (II) Temporal changes of activation
in the hippocampus (left panel) and inferior frontal gyrus (right panel) for learning periods (solid line) relative to sensorimotor control blocks (dashed line).
The time course shows the response collapsed across the three consecutive learning blocks and averaged across all participants.

Table 1
Brain areas exhibiting learning-related changes in activation

Cortical region Peak location z score

x y z

Decreases in activity during learning
Left posterior hippocampus �26 �32 0 �12.80
Left thalamus �18 �16 1 �12.54
Retrosplenial cortex BA 29/30 �8 �43 24 �6.40
Left midtemporal gyrus BA 22 �49 �34 �1 �6.09
Left temporal pole BA 22 �52 3 �4 �7.19

Increases in activity during learning
Left inferior frontal gyrus BA44 �40 8 18 9.72
Left middle occipital gyrus BA19 �40 �81 28 10.15
Right middle occipital gyrus BA19 25 �85 29 6.05
Left inferior occipital gyrus BA18 �29 �79 8 7.41
Right intraparietal gyrus BA7 28 �72 37 7.67
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2001; Wiggs et al., 1999) and studies with patients suffering
from retrosplenial amnesia (von Cramon and Schuri, 1992)
point to a specific role of this area in integrating various
aspects of episodic information rather than in storage of
episodic memories.

The lateral temporal lobes, also demonstrating decreased
activity, are thought to be engaged in lexical-semantic pro-
cessing (Kotz et al., 1999; Newman and Twieg, 2001).
Because the vocabulary of BROCANTO is composed of
pronounceable items that, however, do not exist either in
German or any other natural language known to the partic-
ipants, this could lead to an activation of the lateral temporal
lobes during the initial stage of learning (Newman and
Twieg, 2001). The rapid decrease of activity in these re-
gions may be interpreted as the system’s reaction to the
irrelevance of lexical-semantic aspects in the present study.

In contrast to the decreasing activity in the hippocampus,
an increased engagement of the opercular part of the left
inferior frontal gyrus was obtained. The involvement of
prefrontal regions in abstract nonlinguistic rule learning was
recently reported (Fletcher et al., 1999; Seger et al., 2000;
Strange et al., 2001). However, these studies consistently
found left hemispheric activation of the anterior part of the
IFG (BA47), the MFG, and the frontal pole. Thus, there is
a substantial difference between the cortical regions in the
PFC previously found to mediate abstract rule learning and
the circumscribed activation of Broca’s area observed in the
present study. This might be attributed to the language-like
character of the rules in our artificial grammar. Although
Broca’s area is classically defined to include BA44 and
BA45 the present functional specificity of BA44 can be
connected to a recently described cytoarchitectonical differ-
entiation. A morphological left-over-right asymmetry was
found for BA44, but not for BA45 (Amunts et al., 1999).
Broca’s area was shown to be involved in syntactic pro-
cesses in a number of neuropsychological studies, in par-
ticular in that patients with lesions including Broca’s area
clearly suffering from syntactic deficits (Grodzinski, 2000;
Caplan and Waters, 1999). In addition, some recent brain
imaging studies have demonstrated increased hemodynamic
activity in Broca’s area during the processing of syntactic
aspects during language comprehension (Dapretto and
Bookheimer, 1999; Embick et al., 2000; Friederici et al.,
2000a; Just et al., 1996; Moro et al., 2001; Tettamanti et al.,
2002). Some of these fMRI studies report the activation to
be focused in BA44. Direct evidence for the view that
learning a new artificial grammar involves language-spe-
cific processes is provided by ERP studies. Proficient usage
of the artificial language used in the present experiment
elicited a biphasic ERP pattern specific to natural language
processing (Friederici et al., 1996, 2002). For the early,
negative portion of the biphasic ERP pattern neuronal gen-
erators in the inferior fronto-lateral cortex, that is, Broca’s
area, have been reported (Friederici et al., 2000b).

In addition to our predictions increased activity in left
posterior parietal and occipital areas, particularly the poste-

rior intraparietal sulcus (IPS), was also observed. It is well
established that the IPS plays an important role in a large
variety of tasks with high attentional demands (Culham and
Kanwisher, 2001). More recently, language-related tasks
have also been reported to activate posterior parietal cortex
(Gurd et al., 2002; Sohn et al., 2000). Sohn and colleagues
observed increased IPS activity when switching between
two verbal discrimination tasks as compared to task repeti-
tion and argued that the inferior posterior parietal cortex
may be responsible for stimulus-driven task adjustment. In
light of these findings it is conceivable that the increase in
IPS observed in the present study might be related to ad-
justing the focus of attention to particular elements occur-
ring in different positions in every trial.

Taken together, the present results point to dynamic
interactions between the left hippocampal formation and left
inferior frontal region during the course of the acquisition of
a language-like artificial grammar. Crucially, they suggest a
transition of the relative roles of different cerebral structures
when a new artificial grammar is learned. As a consequence,
possible implications of the present results for second lan-
guage acquisition should be considered. According to a
recent model of the functional architecture of first and
second language (Ullman, 2001) language processing de-
pends on temporal lobe structures as well as left inferior
frontal and basal-ganglia structures. Crucially, this model
posits for second language prevailing involvement of the
temporal lobes in grammar processing. Previous ERP stud-
ies on second language processing had implied such in-
volvement of posterior (and lateral) temporal areas in syntax
processing. Thus, for second language learners they consis-
tently showed an enhanced negativity over posterior brain
areas, possibly reflecting demanding syntactic integration
processes (Hahne and Friederici, 2001; Weber-Fox and
Neville, 1996). In contrast, an early frontal effect of syn-
tactic processing, typically observed for native speakers,
was not observed for the second language learners. How-
ever, an early frontal syntax effect was reported for high
proficient adult second language learners (Friederici et al.,
2002). This is consistent with the present results of initial
involvement of the posterior hippocampus and a shift to left
inferior frontal activity associated with the proficient use of
a languagelike artificial grammar.

The shift in cerebral activity, found in the present study,
is also in agreement with models of memory consolidation
that postulate a gradual reorganization of the neural sub-
strates of memory representations in the course of learning
(McClelland et al., 1995; Squire and Alvarez, 1995). Ac-
cording to these models, the learning process is accom-
plished by means of an interaction between the hippocampal
system and the neocortex in establishing permanent cortical
representations, thereby becoming independent of the hip-
pocampal region. In the case of artificial language learning,
there is a transition from general, similarity-based learning
systems in the medial temporal lobes to a neural organiza-
tion of language processing usually observed by lesion
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studies and by functional imaging studies of the normal
human brain, including the left inferior prefrontal cortex.
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